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Moral Dilemmas for Moral Machines

Introduction

• Moral dilemmas have been used to benchmark AI
systems’ ethical decision-making abilities.

• Philosophical thought experiments are used as a
validationmechanism for determining whether an
algorithm ‘is’ moral.

• This misapplication of moral thought experiments can
have potentially catastrophic consequences.

Overview
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• Travis LaCroix. 2022.
Moral Dilemmas for Moral Machines
AI and Ethics.

• Travis LaCroix and Alexandra Sasha Luccioni. 2022.
AMetaethical Perspective on “Benchmarking” AI Ethics†

arXiv pre-print.

Related Research
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Benchmarking

Benchmarking Performance in AI Systems

• Benchmarks are datasets that are used tomeasure
performance and progress in AI research.

• A benchmark is a dataset plus ametric for measuring the
performance of a particular model on a specific task.
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Benchmarking Performance in AI Systems

• ImageNet is a dataset
containing > 14M
hand-annotated
images.

• Top-1 accuracy is a
metric that measures
the proportion of
examples for which
the predicted label
matches the single
target label.

Top-1 Accuracy = 0.50
Top-5 Accuracy = 0.75

Example
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• ImageNet is a dataset
containing > 14M
hand-annotated
images.

• Top-1 accuracy is a
metric that measures
the proportion of
examples for which
the predicted label
matches the single
target label. Top-1 Accuracy = 0.50
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Benchmarking

Issues with Existing Benchmarks

• Issues may arise from, e.g., subjective or erroneous labels,
or a lack of representation in datasets.

• These issues may a�ect model performance.§

• Theymay preserve problematic stereotypes or biases.
• Theymay reinforce, perpetuate, or generate novel harms.

§ Northcutt, Athalye, Mueller
‘Pervasive Label Errors in Test Sets’

arXiv 2103.14749

Issues with Existing Benchmarks†
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Issues with Existing Benchmarks

• Issues may arise from, e.g., subjective or erroneous labels,
or a lack of representation in datasets.

• These issues may a�ect model performance.
• Theymay preserve problematic stereotypes or biases.
• Theymay reinforce, perpetuate, or generate novel harms.§

§ Falbo and LaCroix
‘Est-ce que vous compute?’

Feminist Philosophical Quarterly

Issues with Existing Benchmarks†
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Benchmarking Ethics

Decision Spaces

No Yes
(Inconsequential)

Should white split the back checkers?
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Benchmarking Ethics

Decision Spaces

• Some decision spaces have points that appear to carry
moral weight; e.g.,

• Autonomous weapons systems,
• Healthcare robots,
• Autonomous vehicles.

Moral decisions
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Benchmarking Ethics

Decision Spaces

Moral dilemmas for AVs
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Benchmarking Ethics

Decision Spaces

• How often doesmodel A choose the ethically-‘correct’
decision (from a set of decisions) in contextC?

• Are the decisionsmade bymodel A more [less] ethical
than the decisionsmade bymodel B (in contextC )?

Two Questions
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Benchmarking Ethics

Decision Spaces

• Moral dilemmasmay be useful as a verification
mechanism for whether amodel chooses the
ethically-‘correct’ option in a range of circumstances

MeasuringMorality
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TheMoral Machine Experiment

TheMoral Machine Experiment
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TheMoral Machine Experiment

• Awad, Dsouza, Kim, Schulz, Henrich, Shari�, Bonnefon, Rahwan. 2016.
TheMoral Machine Experiment
Nature

• Noothigattu, Gaikwad, Awad,Dsouza, Rahwan, Ravikumar, Procaccia. 2018.
A Voting-based System for Ethical DecisionMaking
Association for the Advancement of AI (AAAI)

Purpose: purely descriptive

TheMoral Machine Experiment
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TheMoral Machine Experiment

• Awad,Dsouza, Kim, Schulz, Henrich, Shari�, Bonnefon, Rahwan. 2016.
TheMoral Machine Experiment
Nature

• Noothigattu, Gaikwad, Awad,Dsouza, Rahwan, Ravikumar, Procaccia. 2018.
A Voting-based System for Ethical DecisionMaking
Association for the Advancement of AI (AAAI)

Purpose: normative

TheMoral Machine Experiment
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TheMoral Machine Experiment

• ‘Is’! ‘Ought’§

• Social acceptability 6= rightness, fairness
• Nomoral ‘ground truth’
• Category mistake

§ Philosophers since Hume

Problems



Moral Dilemmas for Moral Machines

Benchmarking Ethics

TheMoral Machine Experiment

• ‘Is’! ‘Ought’
• Social acceptability 6= rightness, fairness§

• Nomoral ‘ground truth’
• Category mistake

§ Etienne
‘When AI ethics goes astray’

Soc. Sci. Comput. Rev.

Problems
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TheMoral Machine Experiment

• ‘Is’! ‘Ought’
• Social acceptability 6= rightness, fairness
• Nomoral ‘ground truth’§

• Category mistake

§ LaCroix and Luccioni
‘Metaethical Perspectives on Benchmarking AI Ethics’

arXiv

Problems
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TheMoral Machine Experiment

• ‘Is’! ‘Ought’
• Social acceptability 6= rightness, fairness
• Nomoral ‘ground truth’
• Category mistake§

§ LaCroix
‘Moral Dilemmas for Moral machines’

AI and Ethics

Problems



Moral Dilemmas for Moral Machines

Benchmarking Ethics

Wherefor Thought Experiments?

• Shedding light on conceivability.
• Explaining pre-theoretic judgements.
• Underscoringmorally salient di�erences.
• Pumping intuitions.

Amoral dilemma is a dilemma

What are thought experiments for?
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Benchmarking Ethics

What is BeingMeasured?

Benchmark = Dataset +Metric

Survey data (MME)

Accordance with survey data

What is beingmeasured?
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Benchmarking Ethics

What is BeingMeasured?

True Target

• Moral matters of fact
• What is the ethically-‘correct’ decision in situation X ?

Proxy

• Sociological matters of fact
• What is themajority-preferred option (of those
surveyed) in situation X ?

What is beingmeasured?
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Concluding Remarks

It is impossible to benchmark ethics†
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Concluding Remarks

• Attempts to benchmark ethics in AI system currently fail,
and they will continue to do so.

• Researchers engaged in projects seeking to benchmark
ethics are not measuring what they take themselves to be
measuring.

• This sets a dangerous precedent in the field.



Constructive Compliments: tlacroix@dal.ca
More Information: travislacroix.github.io

Thank You

[The Duke of Burgundy (2014) – Dir. Peter Strickland]
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